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Abstract

Data mining is a part of knowledge discovery precassd information industry due to the vast avdliighi
of large amounts of data. The data mining is on@pmehensive application of technology item relyimgy the
statistical analysis, artificial intelligence arichas shown great commercial value and gradualbthier profession
penetration in the retail, insurance telecommuiicaipower industries use. Data mining techniqugallg fall into
two categories Predictive and Descriptive. Predictinining predict the trends and properties of wwkm data
based on the known data. Descriptive mining dessrifbncepts or task relevant data sets in corstisemarative,
informative and discriminative forms The objectivethis paper is to analyze various Classificatgorithms in
Data mining. The Classification algorithm includesIN, Decision tree, Naive Bayes and Neural Netwdrke
algorithms performances are analyzed with variooeedsions.
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Introduction

Data mining software is one of a number of
analytical tools for analyzing data. It allows sdp
analyze data from many different dimensions or esgl
categorize it, and summarize the relationshipstified.
Technically, data mining is the process of finding
correlations or patterns among dozens of fieldkige
relational databases. The complete aim of datangini
procedure is to gain information from large dataasal
transform it into an acceptable structure for fatwise.
The most important Techniques in data mining inelud
Classification, Clustering, and Association rulenimg.
Classification arises frequently from bioinformatisuch
as disease classifications using high throughpta lile
micorarrays. Classification rule mining classifigesta in
constructing a model based on the training set thed
values or class labels in a classifying attributd ases it
in classifying new data. Currently, a various maugl
techniques are detailed for data mining. The detail
data mining and machine knowledge in related and
network domains are dependent and comparatively
distributed. The technique particularly achieves th
statistical belief among occurrences in order thagce
classification accuracy. An attention on depend=ngs
made where the ability to draw classification aacy is
affected in improving performance of the model.

Classification is a data mining task that maps
the data into predefined groups and classes. &lse
called as supervised learning. It consists of tteps
1. Model construction: It consists of set of
predetermined classes. Each tuple/sample is asstoned
belong to a predefined class. The set of tuple dsed
model construction is training set. The model is
represented as a classification rules, decisioastrer
mathematical formulae.

2. Model usage This model is used for classifying future
or unknown objects. The known label of test saniple
compared with the classified result from the model.
Accuracy rate is the percentage of test set santpls
are correctly classified by the model. Test set is
independent of training set. If the accuracy iseptable
then use the model to classify data tuples whoasscl
labels are unknown [4].

Organization of the Paper

The framework of this paper includes the
following sections: .Our next section deals witlstady
on K-Nearest Neighbor (KNN), section Il describes
Decision tree, section IV with Naive Bayes. Neural
network is described in section V. Finally the Issttion
concludes the work.
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KNN

The kNN (IBk) locates th& nearest instances
the query instance and determines its class bytifgieg
the single most frequent class label. A ps~code
example for the instance base learning methoc
illustrated.

procedure InstanceBaselearner(Testing

Instances)

for each testing instance

{

find the k most nearest instances of

the training set according to a

distance metric

Resulting Class= most frequent class

label of the k nearest instances

H2]

The closeness is defined in terms of distance oy
among which Eculidiean distance is calculated wwith
tuples say

X1 = (x11,x1z, ...xln) and

X2 = (x21_X22' ...x2n)
Dist(X1,X2) = \/ 1210 — x2)) 2

We normalize the values of thatributes before using
in the Euclidean equation.

i

Fig. 2.1 Example of KNN classificatior

The KNN has some limitations [18].

1. High calculation complexity: To find out the k
nearest neighbor samples, all the similarities betwthe
training sample must be calculated. When the numbe
training samples is less, the KNN classifier isloger
optimal, but if the training set contains a hugenber of
samples, classifier needs more time to calculla
similarities.

2. No weight difference betwen samples All the
training samples are treated equally; there is
difference between the samples with small numbe
data and huge number of data.

3. Dependency on the training setThe classifier is
generated only with the training samples and es not
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use any additional data. This makes the algoritbr
depend on the training set excessively; it ne
recalculation even if there is eémall change on the
training set.

Neural Network

The neural network model can be broa
divided into thefollowing three type:
(@) Feed-forward networks: It regards the perceptic
backpropagation model and the function network
representativesand mainly used in the areas such
prediction and pattern recogniti

(b) Feedback network: It regards Hopeld discrete
model and continuous model as representatives,
mainly used forassociative memory and optimizati
calculation;

(c) Self-organization networks: it regards adaptive
resonance theory (ART) model and Kohonen mode
representatives, and méj used for cluster analys

In the most common family of fe-forward networks
called multilayer preceptor, neurons are organized
layers that have undirected connection between .t
Different connectivity vyield different networl
behaviors.

Feedforward networks are static that is, tr
produce only one set of output values rather th:
sequence of values from a given input. Feed fon
networks are memoryiess in the sense that th
response to an input is independent of the pre\
network state. Recurrent or feedback networks on
other hand, are dynamic systems. When a new
pattern is presented, the neuron outputs are cauy
Because of the feedback paths, the input to eastons
are them modified, which leads the network tcer a
new state.

Hiddannoda

Fig 3.1Atrtificial Neural Network
The back propagation algorithm perfor
learning on a multilayer feefrward neural network. /
multilayer feed forward neural network consists aof
input layer, one or more hidden lrs and an output
layer. Back propagation learns by iteratively pasieg @
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data set of training tuples, comparing the networks
prediction for each tuple with the actual targdtieaFor
each training tuple, the weights are modified sotas
minimize the mean squared error between the netsork
prediction and the actual target value .These
modifications are done in backward direction.

1. Initialize the weights in the network (often damly)

2. Repeat

* For each example e in the training set do

1. O=neural —net-output (network e);

Forward pass

2. T =teacher output for e

3. Calculate error (T - O) at the output units

4. Compute delta _wi for all weights from hiddeyda

to output layer;

Backward pass

5. Compute delta_wi for all weights from input laye
output layer;

Backward pass continued

6. Update the weights in the network

*End

3. until all examples classified correctly or stopp
criterion satisfied

4. Return (network)

The idea of the back propagation algorithm is twuoe
this error, until the ANNearnsthe training data. The use
of neural networks data mining is a promising field
research especially given the ready availabilityasfe
mass of data sets and the reported ability of heura
networks to detect and assimilate relationship betwa
large numbers of variables [17].

Decision Tree

Decision tree is tree data structures that
represent sets of decisions at foliage nodes. dhata
structure gives a set of rules for the classifaratof a
training dataset. Decision tree is one of the most
frequently used data mining approach because of its
transparency. In decision tree technique, the obdhe
decision tree is a simple question or conditiort thes
multiple answers. Each answer then leadings tat afse
guestions or conditions that help us to deterntieedata
so that we can make the final decision based dririail
result is a decision tree in which each branchesgmts a
possible scenario of decision and its outcome.

To build decision tree, row to column and
column to row relationships are established. Thién a
possible outcome instances are tested to checkhetet
they are falling under the same class or not. lIftte
cases are falling under the same class, the node is
delineated with single class name, differently dethe
splitting attribute to classify the instances. Bam Tree
is a classifier which has the form similar to tbat tree
and has the following structure elements:
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Root node: Left-most node in a decision tree
Decision node: Specifies a test on a single
attribute

Leaf node: Indicates the value of target attribute
Edge: Split of an attribute

End-point: Right most node representing final
outcome

\ %

Y V V

DT is constructed using divide and conquer
(D&C) approach [5]. Each path in DT determines a
decision rule. Usually it follows a greedy approdicim
top to bottom ie; from root node to the ending node
recursively for determining the final outcome arehte
can deal with uncertainties. D&C strategy approache
problem in the following manner:

» Breaking the problem into different sub-
problems which are the instances of the given
problem

» Recursively solving each of these problems

» Finally combining each answers of these sub-
problems into a single one

Decision Tree can be considered as more
interpretable compared to that of neural networid a
support vector machines since they combines mdee da

in an easily understandable format. Even small gban
in the input data may lead to great variations in

constructing the DT. In some cases it has to deal w

uncertainties. This can be solved using sequential

decision making of DT. The process of determinimg t
expected values from the end node back to thermade

is known as decision tree roll-back

Blood
Prezsure

Low

Mo Stroke

Heart
Ihzeaze

Stroke Mo Stroke

Fig 4.1 Example for Decision Tree
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The basic algorithm for decision tree induction as
greedy(i.e,non-backtracking) approach that contruc
decision trees in a top-down recursive divide and
conquer manner[8].Induction is an entity that atseipe
training set and forms a classifier that represahes
generalize relationship between the input and dnget
attribute[8].

1. Create a nods;

2. If tuples inD are all of the same class then

3. ReturnN as a leaf node labeled with the cl&ss

4. If attribute_list is empty then

5. ReturnN as leaf node labeled with majority class in D;

majority voting

6. Apply attribute_selection_method (D, attributst)Ito
find the “best splitting_criterion:

7. Label nodeN with splitting_criterion;

8. If splitting_attribute is discrete-valued and Iitvay
splits allowed then //not restricted to binawes

9.Attribute_lisk--attribute_list-
splitting_attribute//remove
splitting attribute

10. For each outcome j of splitting-criterion//figoh the
tuples and grow sub trees for each partition

11. let Dj be the set of data tuples Ih satisfying
outcome J; //a partition

12. If Dj is empty then

13. Attach a leaf labeled with the majority clas®ito
node N;

14. Else attach the node returned by generate
_decision_tree(Dj,attribute _list) to node N;

End for
15. ReturmN;

Fig 2.1 Basic algorithm for including a decisioredr
from the training tuple
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The majority step of algorithm is
attribute_selection_methode to select the most
appropriate attribute for splitting the node. Gesat
amount of uncertainty must be reduced with the ehos
splitter.The three broadly used decision tree legrn
algorithms are: ID3, and C4.5, CART.

CART- CART stands for Classification and
Regression trees, introduced by Breiman. It is dase
Hunt's algorithm. CART addresses both continuoud an
categorical attributes to build a decision tree.RJA
handles missing values. Gini Indexing is used inRTA
as an attribute selection measure to build a detisee.
Dissimilar to ID3 and C4.5 algorithms, CART prodsice
binary splits. Therefore, it produces binary tre€sni
Index measurement does not use probabilistic
assumptions like ID3, C4.5. CART uses cost
complexness pruning to remove the unreliable brasich
from the decision tree to improve the accuracy.

ID3 (iterative dichotomiser) - This is a
decision tree algorithm introduced in 1986 by Qaml
Ross. ID3 is based on Hunts algorithm. The treebman
built in two stages. The two stages are tree mgldind
pruning. Basic idea of ID3 Algorithm is to constrihe
decision tree by applying a top-down, greedy search
through the given sets to test each attribute atyetree
node.ID3 uses information gain measure to seleet th
splitting attribute. It merely accepts categorigttibutes
in building a tree model. It does not give exadicome
when there is noise. To dispatch the noise pregssing
technique has to be used. Continuous attributesbean
handled using the ID3 algorithm by discrediting or
directly, by considering the values to find the thedlit
point by taking a threshold on the attribute valu&s
does not support pruning by default it can be a@pgbli
after building data model.

C4.5 and C5.0- C4.5 and C5.0 both algorithms are
successor of ID3, developed by Quinlan Ross. bhased
on Hunt's algorithm. C4.5 handles both continuond a
categorical attributes to construct a decision. tieerder

to address continuous attributes, C4.5 separates th
attribute values into two partitions based on thleced
threshold such that all the values above the tlotdshs
one child and the remaining as another child. Bohb
and C5.0 also handles missing attribute values5 C4.
usages Gain Ratio as an attribute selection medsure
develop a decision tree. It withdraws the biasnefss
information gain when there are many outcome vadifies
an attribute.

At first, calculate the gain ratio of each attribut
Gain ratio of the root node will be maximal. C4.8en
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pessimistic pruning to remove unnecessary brantches
the decision tree to improve the accuracy of
classification. The main attribute of data minisghat it
subsumes Knowledge Discovery (KD) is a nontrivial
process of identifying legal, novel, possibly u$ednd
ultimately understandable patterns in data prosgsse
thereby contributing to predicting trends of outasniby
profiling performance attributes that supports effe
decisions making.

C4.5 selects the test that maximizes gain ratioezal

The difference between ID3 and C4.5 algorithm
is that C4.5 algorithm uses multi-way splits, whaer¢éD3
uses binary splits. In order to reduce the sizethef
decision tree, C4.5 uses post-pruning techniquereds
an optimizer combines the generated rules to etitain
redundancies. The improved version of C4.5 is C5.0,
which  includes cross-validation and  boosting
capabilities.

Both C4.5 and C5.0 can produce classifiers
expressed either as decision trees or rule setmaimy
applications, rule sets are preferred because ey
simpler and easier to understand than decisios,tiag
C4.5's rule set methods are slow and memory- hengri
C5.0 embodies new algorithms for generating ruts, se
and the improvement is substantial. In C4.5, abbrsrare
treated as adequate, but in practical applicatsomee
classification errors are more serious than oth€fs0
allows a separate cost to be determined for each
predicted/actual class pair; if this option is ys€b.0
then builds classifiers to minimize expected miss
classification costs rather than error rates.

Naive Bayes

A Bayes classifier is a simple probabilistic
classifier based on applying Bayes’ theorem witbreg
independence assumption. It works as follows

1. Let D be a training set of tuples and their asted
class labels. As usual, each tuple is representeahin-
dimensional attribute vector, X=(x1, x2,..., Xxn),
depicting n measurements made on the tuple from n
attributes, respectively, Al, A2,.., An.

2. Suppose that there are m classes, C1, C2... GranGi
a tuple, X, the classifier will predict that X balgs to the
class having the highest posterior probability,
conditioned on X. That is, the naive Bayesian di@ss
predicts that tuple x belongs to the class Ci d anly if

P(%/y)> P(Cf/X) j<mj#i
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Thus we maximize P(Ci|X). The class Ci for which
P(Ci|X) is maximized is called the maximum posterio
hypothesis. By Bayes’ theorem

¢\ (PEXICOP(C)

3. As P(X) is constant for all classes, only RGX P (Ci)
need be maximized. If the class prior probabilities not
known, then it is commonly assumed that the claases
equally likely, that is, P(C1)=P(C2)=...=P(Cm), ané w
would therefore maximize P(&i). Otherwise, we
maximizeP (X|C;)P(C;). Note that the class prior
probabilities may be estimated by P(QQ&D|/[D],
where|Ci,D| is the number of training tuples of class Ci
in D.

4. Given data sets with many attributes, it would b
extremely computationally expensive to compute
P(X|Ci).In order to reduce computation in evaluating
P(X|Ci), the naive assumption of class conditional
independence is made. This presumes that the vafues
the attributes are conditionally independent of one
another, given the class label of the tuple (thlat there
are no dependence relationships among the attspute
Thus,

P(xIc) = [ [Peale) =P@ale)
T P®IG) . PGl )

We can easily estimate the probabilities XL
P(xCi),... ,P(xmCi) from the training tuples. Recall
that here xk refers to the value of attribute Ak fiaple

X. For each attribute, we look at whether the laite is
categorical or continuous-valued. For instance, to
compute P(XCi), we consider the following:

(a) If Ak is categorical, then P(HKi) is the number
of tuples of class Ci in D having the value xk for
Ak,divided by |Ci,D|, the number of tuples of
class Ci in D.

(b) If Ak is continuous valued, then we need to do
a bit more work, but the calculation is pretty
straightforward. A continuous-valued attribute
is typically assumed to have a Gaussian
distribution with a meanpu and standard
deviationo, defined by

(o) = e 5
X, U, 0) = e 20
g Vimo

p(xk/ci) = g(‘xk, ':u'Cl" UCi)
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We need to computeci andoci, which are the mean al
standard deviation, of the values of attribute Al
training tuples of class Ci. We then plug these

guantities into the above equation.

5. In order to predict the class label of X, I|Ci)P(Ci) is
evaluated for each class Ci. The classifier predilat
the class label of tuple X is the class Ci if amdlyaf

In other words, the predicted class label is tlas<ICi
for whichP(X/C;)P(C;) is the maximum.[]
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Dealing  with | *** * o -
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overfitting

The performance chart depi
algorithms in various parameter

the suitability
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